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Abstract of the contribution: This pCR proposes a solution for Key Issue #2 based on PFDF when EAS abnormal condition without additional impacts on UE application layer.

1 Introduction

pCR （S2-2000595）has been submitted in previous meetings with solutions to Edge Computing Key issue#2. This contribution has been enriched and refined based on the original main ideas to make it more readable. 

2 Discussion

With edge computing being deployed for 5G systems, UE mobility and application server relocation need to be considered when designing solutions for optimal deployment of edge solutions. For example, as the UE moves across the 5G system, the UE location may change and require the network and the edge to deal with the change of UE location. But if UE doesn’t move,the UE location keeps the same, some abnormal situation occurs to the server, such as overload caused by peak time or some emergency , congested or being in outage condition, how to move the ongoing service from the abnormal server to a normal one to support seamless change to preventing or reducing packet loss should be considered.

EC service, as the name implies, it is edge computing, mainly used for edge services. However, in network architecture, whether for security, operation or information management, except for edge nodes, there is generally central node. This solution is to make full use of the resources and information control of the central node on the edge nodes to realize the seamless migration of the edge nodes under abnormal circumstances, without any influence on the application layer of UE.

The EAS in use detects its own problems, such as overload or failure warning, immediately reports the situation to the central EAS (in this case, we can think of MEAO/AF), and requests that a new EAS to be assigned to replace the ongoing service with the relevant information of the service, such as the Application ID and its own IP address, port and so on. The central AF decides to assign EAS2 to the current work of EAS1 based on the information it has. From the perspective of seamless business migration, central AF requires EAS1 to forward packets to AF and AF to EAS2. At the same time, the central AF initiates the PFDF creation request to NEF by Nnef_PFDManagement_Create Request with the service ID ,the address and port of EAS2.

Because SMF previously initiated an event subscription to NEF (PFDF) for notification of PFD rule updates by Nnef_PFDmanagement_Subscribe , NEF received the request from AF/MEAO, then pushes the request to SMF by Nnef_PFDmanagement_Notify . SMF initiates SM policy association modification（including the EAS2 IP address and port Number）
Because EAS2 replace EAS1 to serve the UE ongoing service, and UE does not know the situation (in this solution UE application layer is not aware). UE thinks its packets are sent to/from EAS1, but it’s not, it’s EAS2. Therefore, E-UPF is required to intercept each packet in the UP link and DL link and make corresponding changes to the source IP address, port, destination address and port. Specifically,E-UPF needs to change the target IP and port of the UP link packet sent by UE to EAS2 with EAS2’ replacing EAS1’, while the source IP and port of the DL link packet sent by EAS2 to UE with EAS1’ replacing EAS2’. In this way, the whole communication can be guaranteed seamless and effective service.

This solution is compatible with the above description as shown in Figure 1:
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Figure 1: Edge Relocation based on PDFD under EAS abnormal condition

Step1: service is ongoing between UE and EAS1;

Step2: Abnormal situation is detected by EAS1;

Step3:EAS1 reports the situation to central AF;

Step4: Central AF decides to use EAS2 to replace EAS1; 

Step5: Central AF instructs EAS1 to forward packets to AF;

Step6: Central AF instructs EAS2 to serve and accept packets from AF;

Step7: Central AF initiates a PFD creating request to NEF;

Step8: NEF notifies SMF about PFD updating;

Step9: SMF initiates PFDs management（including the EAS2 IP address and port Number）;

Step10:Service between UE and EAS2 is established.

Editors notes:

Both scenarios solution belong to Session Breakout of Connectivity Models. 

The edge computing hosting environment has connectivity with the central data network.

3. Proposal

It is proposed to add the following solution for key issue 2 to Edge Relocation based on EAS abnormal condition to TR 23.748.

* * * * Start of Change * * * *
6.X    Solution #X: Edge Relocation based on EAS abnormal condition
6.X.1
Description

EC was originally derived from the standard definition of ETSI (we know that it is MEC), but with the advance of 3GPP work, the fusion of the two has become an inevitable trend. Compared with 5G network, MEC exists as an AF. EC nodes are numerous, they are unlikely to connect with each other, and generally only through the higher central node to achieve the interaction of information.

Assuming that every EAS is an AF, there is no interaction among EAS/AFs, but they have a central AF. When an AF is abnormal (its service monitoring unit detects), it can be reported to Central AF, Central AF selects the optimal EAS (we call it EAS2 / AF2) to replace the current abnormal EAS (we can call it EAS1/AF1) based on its pre-configured infos, thus to ensure the normal use of service. 

Although central AF selects the alternative EAS, how to tell the 5G network? The creation request function of PFDF is used here, and the address and port number of the new EAS are notified to the 5G network through PFDF request, so as to realize the cooperation between EC and 5GC ,and finally to realize the Edge Relocation based on PFDF under EAS abnormal condition.
The preconditions of this solution are as follows:

1. EAS/AF connects to Central AF;

2. Central AF has connection and infors about different EAS, such as the current condition and location, etc.

3. SMF subscribes to notification of PFD rule changes.
6.X.2
Procedures

Edge Relocation based on EAS abnormal condition can be described in the Figure 6.X.2-1.
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Figure 6.X.2-1: Edge Relocation based on EAS abnormal condition
Service between UE and EAS/AF1 is ongoing.

Service abnormal detected, unserviceable..

EAS detection unit detects the abnormal situation, such as overload, or equipment failure.

EAS1/AF1 reports the abnormal situation to Central /AF to request for replace.

Central AF decides to use EAS2 instead based on its configuration and policy.

Central AF acts as a MEAO.

5a. Central AF responses to EAS1’s request and indicates EAS1 to forward the packets for backup to avoid packet loss.

5b. EAS1 responses to central AF and forwards the packets to central AF.

6a. Central AF indicates EAS2 to indicate to prepare serving and accepts packets from EAS1 with the corresponding Application ID and EAS1 IP address and port Number.

6b.EAS2 responses to central AF.

After step 6b some packets are transferred from EAS1 to EAS2 with central AF. The 4 steps of 5a,5b and 6a,6b ensure that the service packets before the successful transferring to EAS2 does not lose as much as possible.

Editors notes for 5a-6b: 

How to guarantee the seamless migration of data between the different EASs is out of the scope of 3GPP.

2、This solution can meet the requirement of seamless migration under UDP anyway.
7. Central AF requests NEF to use EAS2 instead of EAS1 with EAS2 IP address and Application ID by Nnef_PFDManagement_Create Request.

NEF, as the network element of AF docking with 5GC, has the function of PFDF.

8. NEF update PFD in UDR and nototify SMF by Nnef_PFDmanagement_Notify (for SMF subscribes it before);

SMF gets Application ID and EAS2 IP address ,port number.

9. SMF initiates PFDs management（including the EAS2 IP address and port Number）based on the new PFDF (Application ID and EAS1’,EAS2’ IP address and port number );

10. Service between UE and EAS2 is established.

Service tunnel changes from UE-EAS1 to UE-EAS2.
11. UE initiates packets to EAS2;

Because UE is unconscious of the whole process, the target IP address and port number of the packets from UE is still EAS1’.

12.E-UPF replaces the target IP address and port number of EAS1 with EAS2 to ensure EAS2 can process the packet.

13.E-UPF sends the amended packets to EAS2.

14.EAS2 responses and sends packet to UE.

Similarly, forUE is unconscious of the whole process, UE only knows the address and port of EAS1.

15 .E-UPF replaces the source IP address and port number of EAS2 with EAS1 to ensureUE can process the packet.

16 .E-UPF sends the amended packets to UE.

The data transfers between UE and EAS2 repeats the steps 11 to 16 till the service ends.

.

6.X.3
Impacts on Existing Nodes and Functionality

Impacts to E- UPF: E-UPF need replace the IP address and port for every UP/DL packet with the proper one. And existing procedure is used.No impacts to other NFs, and UE.

* * * End of Change * * * *
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